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ABSTRACT 

The objective of the project is to classify skin lesion and cancer. A novel method is proposed that 

combines color and texture for the segmentation of skin lesions from unaffected skin region in 

an image. This project proposes a novel approach for classification of skin lesion and cancer 

images. The proposed work comprises of Pre-Processing, Segmentation, Feature extraction and 

Classification. In the Pre- Processing stage, Anisotropic diffusion Filter is implemented to 

remove noise and undesired structures from the images. In the Segmentation stage Fast Fuzzy C 

Means clustering method is implemented in order to acquire a contour by means of the gradient 

flow that minimizes an energy function with a distance regularization term and an external 

energy that drives the motion of the zero level set toward desired locations. The Gray level Co-

occurrence Matrix (GLCM) and bandlet transform are used to estimate the features of the 

segmented image. The convolutional neural network classifier is employed for the classification 

task, utilizing feature vectors derived from gray level co- occurrence (GLCM) features. The 

classification results are evaluated with the use of accuracy, sensitivity and specificity. An 

automated Matlab tool is developed for classification of skin lesion and cancer. 
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I INTRODUCTION 

The majority of skin cancer deaths are due to malignant melanoma. It is considered as one of 

the most dangerous cancers. In its early stages, malignant melanoma is completely curable 

with a simple biopsy. An early detection is the best solution to improve skin cancer prognostic. 

Medical imaging such as dermoscopy and standard camera images is the most suitable tools 

available to diagnose melanoma at early stages. To help radiologists in the diagnosis of 

melanoma cases, there is a strong need to develop computer aided diagnosis systems. The 

accurate segmentation and classification of pigment skin lesions still remains a challenging 

task due to the various colors and structures developed randomly inside the lesions. 

 

II PREPROCESSING 

To analyze skin lesions, it is necessary to accurately locate and isolate the lesions. The 

description of the border aspect appears to be an important feature for clinical judgment. The 

variation in color signifies the malignancy of the lesion. Hence effective discrimination of the 

skin lesions was based on the distribution of texture and color features in this project. A pre-

processing step was adopted to remove the influence of skin lesions in the surrounding regions 

and also the influence of small structures, hairs, bubbles etc. 
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III IMAGE RESTORATION 

The simplest and best investigated diffusion method for smoothing images is to apply a linear 

diffusion process. We focus on the relation between linear diffusion filtering and the 

convolution with a Gaussian, analyze its smoothing properties for the image as well as its 

derivatives, and review the fundamental properties of the Gaussian scale-space induced by 

linear diffusion filtering. 

 

IV IMAGE ENHANCEMENT 

 

ADAPTIVE MEAN ADJUSTMENT (AMA) 

 

AMA    is    a     computer image processing technique used to improve contrast in images. It 

differs from ordinary histogram equalization in the respect that the adaptive method computes 

several histograms, each corresponding to a distinct section of the image, and uses them to 

redistribute the lightness values of the image. It is therefore suitable for improving the local 

contrast of an image and bringing out more detail. 

However, Adaptive histogram equalization has a tendency to over- amplify noise in 

relatively homogeneous regions of an image. A variant of adaptive histogram equalization 

called AMA algorithm prevents this by limiting the amplification. 

 

Mean Square Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) 

These are used to measure the degree of image distortion because these can represent the 

overall gray-value error contained in the entire image. MSE measures gray-level difference 

between pixels of the ideal and the distorted images without considering correlation between 

neighboring pixels. PSNR is defined as (10*log10) of the ratio of the peak signal energy to the 

MSE observed between the original image (I) and the filtered image (I’). 

The formula for weighted MSE is, 

𝑀 𝑁 

∑ ∑ |(𝑖, 𝑗) − 𝐼′(𝑖, 𝑗)|^2

 

Where, 

           𝑖=1 

            𝑗=1 

  

IMAGE 

SEGMENTATION
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M, N – width and height of original image, 

I(i,j) – original image, I’(i,j) – filtered image, The formula for PSNR is, 

10 * log10 (MAX2 / MSE) 

 

Where, the maximum fluctuation in the input image data type is divided by MSE. The 

following graphs shows the plot of MSE and PSNR respectively. 

 

 

 

 
 

 

 

  
FAST FUZZY C MEANS (FFCM) 

In this project FAST FUZZY C MEANS (FFCM) segmentation algorithm will be implemented by 

initializing standard membership values (computed by template averaging) to obtain standard 

segmentation result for each and every image. The number of clusters, initial standard 

intensity values and the feature vector were given as the input. After the completion of initial 

clustering process, the clusters were updated which in turn updates the cluster weights and 

membership degree. An objective function will determine that up to which the clusters should 

be updated. 
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IV FEATURE EXTRACTION 

The Following GLCM features were extracted      in      our      project      work: 

Autocorrelation, Contrast,  Correlation, Cluster Prominence, Cluster Shade, Dissimilarity Energy, 

Entropy, Homogeneity, Maximum probability, Sum of squares, Sum average, Sum variance, Sum 

entropy, Difference variance, Difference entropy, Information measure of correlation, 

normalized inverse difference. The 2D band-let transform is used to convert the spatial domain 

skin image into frequency domain image to estimate real and imaginary part of the image. 

 

V DESCRIPTION 

OF EXTRACTED FEATURES 

 

(i) CONTRAST 

 

Contrast returns a measure of the intensity between a pixel and its neighbor over the 

whole image. Contrast is 0 for a constant image. Contrast is calculated by the equation, 

C = (Sumi(Sum j (i -j)2Cij)) 

 

(ii) ENERGY 

 

Energy returns the sum of squared elements in gray level co -occurrence Matrix (GLCM). 

Energy is also known as uniformity. The range of energy is [0,1]. Energy is 1 for constant image . 

The formula for finding energy in given equation 

E = (Sumi{ Sumj(Cij^2)} 

 

(iii) CORRELATION 

 

      iơj} 

Correlation returns a measure of how correlated a pixel is to its neighbor over the whole 

image. The range of correlation is [-1,1]. 

Correlation is calculated by 

 

Corr   =   Sum ij{(i-µ) *(j-µ) *P (i,j) /ơ 

 

(iv) HOMOGENEITY 

 

Homogeneity returns a value that measures the Closeness of elements in GLCM to the GLCM 

diagonal. The range of Homogeneity is [0,1]. Homogeneity is 1 for a diagonal GLCM. The 

homogeneity is evaluated using the equation 

µ = {Sumi( Sumj[ Cij/ (1+(abs(i-j)))] 
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(v) ENTROPY 

 

Entropy is a statistical measure of randomness that can be used to characterize the texture of 

the input image. 

(vi) VARIANCE 

 

Variance is used to find how each pixel varies from the neighboring pixel (or center pixel) and 

is used in classifying different regions. 

 

(vii) CROSS CORRELATION 

 

Cross-correlation is the comparison of twodifferent time series to detect if there isa 

correlation between metrics with the 

same maximum and minimum value 

 

VI CLASSIFICATION 

 

CONVOLUTION NEURAL NETWORK 

Convolution Neural Network (CNN) is commonly known as neural network which is a 

mathematical motivated by the structure of biological neural networks. A neural network 

consists of an interconnected group of artificial neurons. This work describes the use of neural 

network in classification of medical images such as skin cancer and lesion , where the input 

units represents the feature vector and the output units represents the pattern class which has 

to be classify. Each input vector (feature vector) is given to the input layer, and output of each 

unit is corresponding element in the vector. Each hidden units calculates the weighted sum of its 

input to outline its scalar a net activation. The product of input vector and weight matrix at the 

hidden layer is generally called net activation function. Convolution Neural network is a useful 

tool for skin cancer classification. The advantage of parallel processing in deep learning and 

their ability to classify the data based on features provides a promising platform for medical 

image classification. Traditional sequential processing techniques have limitations for 

implementing pattern recognition problems in terms of flexibility and cost whereas back 

propagation neural networks perform the processing task by training the features calculated 

from the training signals instead of programming in a manner similar to the way human brain 

learns. The CNN works based on the trained features fed to the hidden layer of the neural 

network through the training sequence. The various features are calculated and fed to the 

hidden layer through the sigmoid function based on the weight vector generated by the input 

layer of the CNN. 

 

VII RESULTS 
 

(i) INPUT IMAGE 

 

https://anomaly.io/understand-auto-cross-correlation-normalized-shift/#cross_correlation
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(ii) RESTORED IMAGE 
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(iii) ENHANCED IMAGE 

 

 

(i) CLUSTERED IMAGE 

 

 (V) THRESHOLDING 

 

 

 

(vii) SEGMENTED IMAGE 

 

 

 

(viii) EXTRACTED,FEATURES 
 

 

FEATURES VALUES 

Contrast 1.2416 
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Correlation 0.9201 

Energy 0.6583 

Homogeneit

y 

0.9778 

Sum 

entropy 

0.5915 

Sum 

variance 

47.2404 

 

VIII FUTURE SCOPE 

This project can also be implemented for all type of cancers. This helps patients undergo 

painless diagnosis and reduces need of skin biopsy for classification of skin lesion and cancer. 
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